
CAUSAL MACHINE LEARNING

& ITS USE FOR PUBLIC POLICY

Michael Lechner
Swiss Institute for Empirical Economic Research (SEW)
University of St. Gallen | Switzerland 

Verein für Socialpolitik, Basel, September 2022



Recent (micro-) econometric history: Credibility revolution
Successful improvement of the identification of causal effects & credibility of results

JH: “… methods for 
analyzing selective 
samples."

2000

"for their experimental 
approach to alleviating global 
poverty."

JA & GI: “for their 
methodological contributions 
to the analysis of causal 
relationships”.

2019 2021
The Sveriges Riskbank Prize in Economic Sciences in Memory of Alfred Nobel

Replication Crisis

p-value Hacking



Econometrics benefited from other fields 

Potential
Outcomes

Dynamic 
Treatments

Directed Acyclical
Graphs (DAGs)

Donald Rubin
Statistican

James Robins
Epidemiologist

Judea Pearl
Computer Scientist



Other recent developments

Better & cheaper computers
• Moore’s law: # of transistors on 

micro chips 2x every 2 years

More & better data
• Cheaper to collect & store
• Individuals more readily 

accept that their data is 
used by others

• Easier to merge different 
administrative data sets 
(even outside Scandinavia)

Better algorithms
• Machine Learning (ML)

Data Science & Machine Learning became basis of many successful business models



Now & in the (near?) future | 1

Causal Machine Learning
• ML inspired estimators applied to well-identified causal questions with rich data

Considerable interest in CML
• Method developments in statistics, computer science & some applied fields

− Many researchers work on similar questions  fast progress

• Field specific versions of CML are spreading (needs of fields differ)
− Econometrics (this talk)

− Epidemiology (personalized medicine, …)

− Marketing (targeted marketing & political campaigns, …)

− …



The promise of Causal Machine Learning for public policy 

More robust & precise estimation of average population effects
 Better understanding of effects of policies at large

Better estimation of heterogeneity of effects
 Better understanding of the implications of policies for specific groups

Better targeting of policies to specific groups

Better decision making
 Improving decisions by algorithmic / algorithm-assisted decision rules 

 Better targeting of policies to particular firms, individuals, etc.



How useful is CML for different research designs? | 1

Different sets of identifying assumptions (research designs) identify causal parameters for 

different subpopulations

Usefulness depends on objective of estimation …
• Aggregate effects - heterogenous effects - direct decision support



Does CML help for aggregate effects?

Useful when there are covariates (X) and/or instruments (Z)
• Flexible (& possibly efficient) ways to take X, Z into account

• Selection-on-observables, IV with X, Z,  DiD with X

Not useful when covariates or instruments are not needed
• Experiments, standard RDD, IV & DiD with few X



Does CML help for heterogeneous effects?

Useful when effects are identified for full population of interest
• Experiments, selection-on-observables (& IV with 100% compliance)

Limited usefulness when effects are identified for some subpopulation only
• IV & fuzzy RDD: Compliers & local-to-cut-off compliers

• Sharp RDD: Local-to-cut-off population

• DiD: Selected by previous assignment rule (treated)

Not useful when heterogenous effects cannot be identified
• Synthetic controls



Does CML help for algorithm-based or -assisted decision making?

Decision rules must be based on pre-determined characteristics (X) only
• Compliance or treatment status unknown

Useful when effects are identified for full population of interest
• Experiments, selection-on-observables (& IV with 100% compliance)

Not useful when effects are identified for some subpopulation only
• Additional (homogeneity) assumptions needed



Many topics not covered in this talk …

CML in the private sector

Dynamic allocation & evaluation
• Bandits / reinforcement learning

More complex causal structures
• Dynamics (sequences)

• Mediation

• Networks

• …

ML for other purposes
• Variable generation

− Text

− Pictures

− Natural language processing

− …

• Prediction

…
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Machine Learning  | 1

What is machine learning?
• Everything & nothing  Here: Statistical Learning
• Flexible prediction methods

Types of ML
• Supervised (y, x) & unsupervised learning (x)
• Classification (discrete y) & regression (cond. expectations)

Examples of supervised, regression ML
• All classical econometric estimators
• Regularized, shrinkage estimators (Lasso, Ridge, ELN, …)
• Neural Networks
• Trees & Random Forests



Classical Econometrics & Machine Learning

Issue Classical econometrics Supervised statistical learning

Target of interest (θ) Structural & causal parameters 
(low dimensional)

Prediction (Ey|x) or 
classification of y

Sample analogue of θ -- y

Judging quality of estimation Indirect (fit, …), in-sample Direct �(𝑦𝑦 vs y), out-of-sample

Inference & theoretical properties Very important Less important (irrelevant?)

Sample size (N) Large N is nice to have Large N may be required

# of variables (k) Much smaller than N Smaller or larger than N

Preferred model complexity Simple, likely to be parametric 
(linearity popular)

Complicated
(overparametrized; nonlinear)

Names of methods Boring Cool

This table oversimplifies (a bit)
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Methodology for a special case

Policies with individual variation
• Some units are affected

• Some units are not affected

Policy variable (=treatment) is binary
• For simplification of notation only

Research design: Selection-on-observables / unconfoundedness / conditional 

independence
• Includes experiments



Notation

D Treatment

Y0 Potential outcome for D=0

Y1 Potential outcome for D=1

Y = D Y1 + (1-D) Y0

X All confounders & heterogeneity variables

H Specific heterogeneity variables (low dimensional)

Data contains realisations of D, Y, X, H



Identification

Identifying assumptions
• D independent of Y0, Y1 given X

• Common support, no interactions between units, exogeneity of X

Implications
• Treated (D=1) & untreated (D=0) may have different distributions of X

• Distribution of unobservables (that influence Yd) identical for D=1 & D=0 | X

• Credibility depends on the information available in the data



Average effects at different aggregation levels
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The estimation problem | 1

Naïve ML estimator
• ML estimation of E(Y|X=x, D=d) in treated (d=1) & non-treated subsample (d=0)

− IATE(x): Predictions of Y for treated - predictions of y for non-treated
− GATE(h) : Average IATE(xi) with hi  same/similar to h
− ATE: Average IATE(xi)

Naïve estimator may be a bad idea
• Predictions of ML estimators are usually biased

− MSE optimal-prediction of E(Y|X=x, D=d) but inference may not work (too much bias)

• Estimating a difference well is different from estimating its components well
− Only difference of estimation errors matters
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Huge literature on best estimator for each parameter



Comprehensive vs. parameter specific approaches

Using different estimation concepts for different parameters is not attractive in practice
• Computationally intensive

− Many estimators, lot’s of different tuning parameters

• Substantial effort to understand specifics of estimators & monitor problems in all estimations

• There may be a lack of internal consistency (GATEs may not add up to ATE, etc.)

• …

Comprehensive estimation approaches
• Option I: Use ML inside specific moment conditions (double/debiased machine learning, DML)

• Option II: Change a ML into a CML (causal forests, etc.)



Comprehensive methodologies | 1

Double / debiased machine learning (DML): Theory
• Main idea

− Use specific moment condition that fulfils Neyman Orthogonality Condition

– Here: Dependence of moment condition on propensity score (P(D=1\X=x) & outcome equations (EY|X=x, D=d)) is such 

that small errors in those (nuisance) functions do not affect distribution of estimator

− 1st step: Use ML to estimate nuisance functions

− 2nd step: Solve moment conditions given estimated nuisance functions

• This principle has very wide applicability to many estimation problems

• It is related to Double Robustness (in treatment effect estimation)
− DR in parametrics: OK if propensity score or outcome equations are misspecified

− DR in CML: OK if propensity score and outcome equations are approximated with small enough errors

Nice technical survey



Extensions of DML theory



DML | Example: ATE for binary treatment

• Moment condition

• Estimator
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Nice operationalisation of DML for programme evaluation
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Comprehensive methodologies | Change the ML estimator | Example

Causal Tree

Causal Forest

Modified Causal Forest (mcf) 
• Some small changes to make CF more comprehensive (& improve on it)

− IATEs are weighted means of y
− Obtain GATEs, ATEs by aggregating the weights …



Comprehensive methodologies | 3

Somewhere in-between these ‘worlds’ of DML and CF
• Local maximum likelihood estimation

• RF provides the local weighting scheme

…



Decision making (optimal policy)

Use disaggregated effects for decision making
• Find X-based rule for optimal allocation

− Welfare function of decision maker
− Constraints

Literature currently booming

It raises many questions
• Methodological (statistical properties)
• Computational (in particular for multiple & cont. treatments)
• Ethical
• Practical
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Goal: Evaluation of participation in training programmes for unemployed
• Programmes are part of the active labour market policy of Flanders (Belgium)

3 types of training programmes considered
• Short & long vocational training, orientation training

Administrative data from Flemish employment service (about 60’000 observations)

Empirical example



Data & Estimation

Empirical questions
• Did the programmes work on average?

• For whom did they (not) work?

• Could the allocation of unemployed to these programmes be improved?

Estimation
• > 200’000 parameters

• Modified Causal Forest
− Free Python code available on PyPI



Average effects
Time evolution of the ATEs

Months after programme start

Difference of 
probability of  

employment in 
each month

Negative 
effects in 
lock-in 
period Stable

positive 
effects

SVT: Short vocational training
LVT: Long vocational training
OT: Orientation training
NOP: Nonparticipation



Group ATEs minus ATE | 1
SVT vs. NOP for proficiency levels in Dutch

Difference of # of 
months employed 30 

months after start

Different subpopulations

Better than average

Worse than average

SVT: Short vocational training
LVT: Long vocational training
OT: Orientation training
NOP: Nonparticipation



Group ATEs minus ATE | 2
SVT vs. NOP according to country of birth

Different subpopulations

Better than average

Worse than average

SVT: Short vocational training
LVT: Long vocational training
OT: Orientation training
NOP: Nonparticipation

Difference of # of 
months employed 30 

months after start



Individualized ATEs | 1
Distribution of estimated IATE of SVT vs. NOP

Change in # of months employed

88% of IATE stat. 
significantly different 
from 0 at 5% level

SVT: Short vocational training
LVT: Long vocational training
OT: Orientation training
NOP: Nonparticipation



Individualized ATEs | 2

Characterisation of unemployed with high/low IATEs
• Form homogenous groups w.r.t. IATEs

• Compare means of covariates across groups

• Unsupervised ML: Here, k-means clustering

Findings
• Largest effects for born outside Belgium, no good command of Dutch, older, low employability

• Lowest effects for born in Belgium, high employability

• No gender differences

Alternative method



Allocation of individuals to programmes | 1

Target variable
• Expected increase in months of employment & reduction in months of unemployment

− Both criteria are equally weighted

Results
• Observed (case workers): Allocation not correlated with estimated effects

• Black-Box (observed programme shares as capacity constraint)
− + 1 month additional employment & 1 month reduced unemployment (for those reallocated)

• Shallow decision tree (observed programme shares as capacity constraint)
− Gains only slightly smaller, but allocation rule is easy to understand



Allocation of individual unemployed to training programmes | 1
Decision tree of depth 3

• Worked ≤ 20 
months in last 2 
years 

• Unemployed ≤ 2 
months last 10 
years 

• Born in Southern 
or Eastern EU, 
Turkey, Morocco 

Short 
training
(SVT)

• Worked > 20 
months in last 2 
years 

• Worked > 105 
months in last 
10 years 

• Living in specific 
areas 

• Nobody • All others

Long 
training 
(LVT) 

Orientation 
training 
(OT) 

No programme
participation 
(NOP)

SVT: Short vocational training
LVT: Long vocational training
OT: Orientation training
NOP: Nonparticipation
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When does Causal Machine Learning help?

Identification
• No

Estimation & interpretation of effects of policy
• A lot  a much richer set of (causal) information can be extracted from the data

Implementation of policy
• GATEs for targeting larger groups

• Estimated allocation rules (optimal policy) for targeting at very specific level
− Algorithm-based or -assisted allocation of policy



A remark on coding & software

Almost all researchers publish R and/or Python packages for their methods
• Other software plays only a minor role

• Python or R? 
− Python close to be the ML & CML standard in industry

− R import in research community, Python is gaining importance

Good programming skills are needed if 
• Existing methods are adapted 

• New methods developed



Some dangers & possible pitfalls

Many effects are estimated: Researchers should resist selecting the most interesting effects
• Possible safeguard: Estimate only few GATEs guided by theory (& full reporting)

Wrong interpretation of effects
• A GATE is a descriptive tool for causal effects (its not causal moderation!)

Common support issues

Insufficient sample size
• Reliable estimation of aggregate effects needs fewer observation than CATEs
• Complex functional forms (explicit or implicit) need more observations than simple ones

− Estimators dividing by probabilities may be particularly vulnerable 

• Robust inference needs more data than point estimates



The CML hike ahead

Best practices

Small sample issues

Common support issues

Tuning parameter choice

Reliable inference 
procedures

Algorithmic 
fairness, …

Automatically evaluate policies
 adapt decision rules
 adapt policies

Wrong interpretation of 
effects (GATEs, …)

Algorithmic vs. 
algorithm-assisted 
decision making

Minimum # of observations 
needed for which purpose?

False positives

We, the applied people We, the applied people

The explorer

… …

Computational & inference 
issues for allocation rules

……
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